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Fleet is an open-source osquery manager that can be used to maintain secure workstations and servers and keep an
accurate inventory of all your devices. Fleet enables programmable live queries, streaming logs, and real-time visibility
of servers, containers, and devices such as laptops and local computers.

With fleet, you can identify vulnerabilities on your devices. This means that fleet will automatically identify outdated,
vulnerable, or compromised software, apps, and packages. Also, fleet will identify misconfigurations of devices and
MDM enrollment issues. Fleet can be useful for IT industries, security, or any compliance monitoring devices.

Fleet also enables and automates security workflows in a single application. You can collect events using osquery/agent
from multiple servers and devices. Then store gathered data in a single place that can be accessed via Fleet dashboards
or using a terminal via fleetctl.

In this tutorial, you will deploy Fleet Osquery Manager to an Ubuntu 22.04 server. This guide includes the installation of
MySQL server, Redis server, and the secure deployment of MySQL database server. In the end, you will have secured
Fleet Osquery Manager which allows you to monitor hosts, identify vulnerabilities on hosts, verify changes made with
other systems, and also set up custom queries for your host's monitoring.

Prerequisites

To complete this tutorial, you must have the following requirements:

A Linux server running Rocky Linux 9.

A non-root user with sudo/root administrator privileges.
An SELinux running on permissive mode.

A domain name pointed to the server IP address.
Generated and verified SSL/TLS certificates.

When all requirements are in place, you're ready to start Fleet Osquery Manager installation.

Installing MySQL Server

In this section, you'll install the MySQL server, start and enable MySQL service, set up MySQL root password, and also
configure the secure deployment of MySQL server via 'mysql secure_installation'.

For this tutorial, the MySQL server will be used to store data and information of the Fleet manager. You will be
installing MySQL server from the official Rocky Linux repaository. Install it by running the following dnf command.

! sudo dnf install mysql-server

mariadb-connector-c-config 9_e
mecab (B6_ - 2 appstream
appstream

noarch
noarc! .e appstream

XB6_¢ .elg appstreamn
g

£ L appstream
xB6_64 3, appstream
noarch a eam
xB6_64
noarch

Transaction =
ssszs=szs=s=s

Install 16 Pa

Total download size: s M
Installed size: 225 M
Is this ok [y/N]: vl

You've now installed the MySQL server, which will be used as the database backend for fleet. Before configuring the
MySQL server, start and enable the MySQL service the following systemctl command utility.

! sudo systemctl start mysqld '
i sudo systemctl enable mysqld |



After that, verify the MySQL server to ensure that the service is running.

! sudo systemctl status mysqld

You should receive an output similar to this - An output 'active (running)' confirms that the MySQL server is running.
And the output '...; enabled; ...' confirms that the MySQL server will start automatically upon the system startup.

[reot@fleet-rock ~]#
[root@fleet-rock ~]% sudo systemctl start mysqld
do systemctl enable mysqld

temdfsystem/multi-user.target.wants/mysqld.service + fusr/lib/systemd/system/mysqld.service.

[root@fleet-rocl
Created symli
[root@fleet
[root@fleet
» mysqld.se
Loaded:
Active:
Main PID: 15&.

¥sql

ystemctl status mysqld
8 database server
lib/systemd/system/mysqld.

} since 5at 2023-01-28 1z ago

: "Server is o] nal®
39 (limit: 231:

CGroup: /

‘led; wendor preset: disabled)

With the MySQL server running, you can set up the MySQL server root password. Log in to MySQL shell using the

'mysql command below.

sudo mysql

Run the following query to set up a password for the MySQL root user, then log out from the MySQL shell. Be sure to
change the password in the following query.

! ALTER USER "root"@"localhost" IDENTIFIED WITH mysql native password BY "“toor?p4sswOrd";

exit

lcome to the M
Your MySQL conne
4 —.n-rer‘ Ve.—..—-.’ ~ey

Copyright (c) 20

Oracle is a regi

Type 'help;' or

-
> ALTER USE
y OK, © rows

ysql> exit
Bye
[root@fleet

Next, run the following 'mysqgl secure installation' command to secure your MySQL server deployment.

' sudo mysql secure installation

When prompted, input your MySQL root password. Then, you'll also be asked about the following MySQL

configurations:

sudo mysql
monitor.
n id is 8
38 Source distribution

Commands end

2822, Oracle for its affil

Oracle poratic

narks c

ed trademark
nes may be t

for help. T '"\c' to ¢l
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cted (©.02 sec)

 ~1# ]

and/«
~ respectiy

e Set up VALIDATE PASSWORD component on MySQL? Input’Y to confirm:
¢ Input the number password policy that you want to use. Select your preferred choice policy for your MySQL

server.

Change the MySQL root password? Input n for No.

Remove default MySQL anonymous user? Input Y.

Disable remote login forMySQL root user? Input Y.

Remove default database test from MySQL server? Input Y.
Reload table privileges to apply changes? Input Y to confirm.

the current input statemer

rative_password BY "toor?pdsswerd”;

You have now installed the MySQL server, configured the MySQL root password, and secured the MySQL deployment.
Next, you will install Redis that will be used to queue of distributed queries and cache data for fleet osquery manager.

Installing Redis Server

In this section, you will install the Redis server to Rocky Linux 9, start and enable Redis, the verify the status of the



Redis server to ensure it's running. Redis will be used to ingest and queue the results of distributed queries, cache data,
etc.

Enter the following command to install Redis to your Rocky Linux server.

i sudo dnf install redis

Confirm the installation by typing y and pressing ENTER to proceed.

sudo systemctl start redis
sudo systemctl enable redis

Then, verify the Redis service by entering the following command. This will ensure that the Redis service is running and
enabled.

sudo systemctl status redis

You will get an output like this - An output 'active (running)' confirms that the Redis server is running. The output '...;
enabled;...' confirms that the Redis server is enabled and will be run automatically upon system startup.

cotgf leet-rock =~ j# systemctl start redis
|root@fleet-rock ~]# systemctl enable rcodis
Created symlink fetc emd/system/multi-user.target.wants/redis.service flib/systemd/sy redis.service.
@fleet
h‘leet systemctl stat redis
is. srsistent key-v iatab.
Loaded: loaded f /syste sy e vice; en: vendor et: disabled)
Drop-In: fetc/sy 'system/redis.s 2. d
—1imit

ing) since 5at 11-28 8@
SErVer)

cept connection

137)

af r'E:I.ls service

Setting up MySQL Database and User

In this section, you will create a new MySQL database and user that will be used by fleet osquery manager. You'll
create a new database and user via MySQL shell, then verify the list of users and privileges for the new MySQL user.

Log in to MySQL shell via the mysql command below. Be sure to input your MySQL root password when prompted.

' sudo mysql -u root -p

To create a new MySQL database andiuser, executesthe following MySQL queries. In this example, you will create the
database fleetdb and the user fleetadmin. Also, be sure to change the password in the following query.

CREATE DATABASE fleetadb;

CREATE USER fleetadmin@localhost IDENTIFIED BY 'S3curep4sswOrd--=';

GRANT ALL PRIVILEGES ON fileetdb.* IO flecetadmin@localhost WITH GRANT OPTION;
FLUSH PRIVILEGES;

R NSy YR S

Output:



IDENTIFIED BY

) PRIVILEC N flee .* TO fleetadmin@localhost GRANT OPTION;
Query OK, © rows affected (©.9@ sec

mysql> FLUSH PRIVILEGES;
Query OK, © rows affected (@.01 sec)

Verify the list of MySQL users using the following query. And you should see the new MySQL user fleetadmin added
and the available MySQL server.

SELECT USER, host FROM mysql.user;
Output:

mysql>
mysql> SELECT USER ,host FROM mysgl.user;

R R

fleetadmin | localhost |
mysql.infoschema | localhost |
mysql.session

mysql.sys

rows in set (.80 sec)

Now verify privileges for the MySQL user fleetadmin. You should see that the fleetadmin user has privileges to access
the fleetdb database.

| SHOW GRANTS FOR fleetadmin@localhost;

Output:

mysql>
mysql> SHOW GF > FOR fleet: n@localhost;

EON *.* TO " flretadmi
PRIVILEGES 0 leetdb” .*

Type 'quit' to exit from the MySQL shell.

With the MySQL database and Redis server installed, the new database and user also created, you can now start the
fleet osquery manager installation.

Downloading Fleet Osquery Manager

Fleet osquery manager is available as a single binary file that provides the following:

The Fleet TLS web server (no external web server is required but it supports'a proxy if desired)
The Fleet web interface

The Fleet application management REST API

The Fleet osquery API endpoints

e o o o

As for the fleetctl, it's the command-line interface of the fleet that allows you to manage fleet deployment,
configurations, integration, and reporting from the command line.

In this step, you'll download the fleet and fleetctl binary package from the official GitHub page. At the time of this
writing, the latest version of fleet and fleetctl is v4.26.



First, add the new system user 'fleet' by entering the following command.

sudo useradd -r -d /opt/fleet -s /usr/sbin/nologin fleet

Download the fleet and fleetctl package via the curl command below. At the time of this writing, the latest version of
fleet is v4.26.

curl -LO https://github.com/fleetdm/fleet/releases/download/fleet-v4.26.0/fleet v4.26.0 linux.tar.gz
curl -LO https://github.com/fleetdm/fleet/releases/download/fleet-v4.26.0/fleetctl v4.26.0 linux.tar.gz

[root@fleet-
[root@gfleet- & ‘add -r -d fopt/fleet -5 sr 'gin fleet
@fleet-r
t@fleet-ro i /fgithub.com/fleetd i ‘download/fleet-vad.26.8/Fleet_wa
otal X Re ge Speed Time 8 ent
1 Upload Total
-] -] a a g 8 8 ==z =
35.7M 188 35.7H 3 8 8:88:15
leet-rock ~]8
~]# curl -LO https ub.com/fleetdm/fle: ¢ fdow _v4.26.9 linux.tar.gz
X Received X Xferd Ave peead Tim
Dlo load
8 -

Once downloaded, extract the fleet and fleetctl package via the tar command below.

| tar xf fleet v4.26.0 linux.tar.gz
| tar Xt fleetctl v4.26.0 linux.tar.gz

Next, copy the binary file of fleet and fleetctl to the 'fusr/bin' directory. With this, you can now run the fleet and fleetctl
command from your terminal.

cp fleet v4.26.0 linux/fleet (usr/bin/
cp fleetctl v4.26.0_ linux/fleetctl /usr/bin/

[root@fleet-rock
[root@fleet-rock ar xf fleet_v4.26.@ linux.tar.gz
t@flee ar xf fleetctl v4.26.8_linux.tar
t@flec
[root@fleet-rock 5
tctl a8 7 F. _vid. 32 inux

p fleet_wva.26 inux,/fle 'bin/
p fleetctl w4 3 linux/fle L fusr/bin/

[root@fleet-rock |

Now run the following command to ensure that the 'fusr/bin' directory.is available on the PATH environment variable.
When available, you can now run both fleet and fleetctl commands with sudo.

Verify the full binary path of fleet and fleetetl command. Both binary files are available in the 'fusr/bin' directory.

which fleet
which fleetct!

Verify the fleet and fleetctl version using the following command.

fleet version
fleetctl --version

You should receive an output like this - The fleet osquery manager and fleetctl v4.26 is installed and added to your
Rocky Linux system.



leet-rock ~]#
leet-rock ~]# echo $PATH
local/bin: /root/bin:fsbin: /bin:/usr/ :/usr/bin
leet-rock ~]#
leet-rock ~]# which fleet
/bin/fleet
pfleet-rock ~]# which fleetctl
fleetct]l

[root@fleet-rock ~]# fleet wversion

ersion 4.26.@
t-rock ~]# fleetctl --version
- version 4.26.8

sion: E aeel75231c789787e89dfc54%9¢c
build date: 2823-01-14
build user: runner
go version:
[root@fleet-roc

Now run the following fleet command to initialize the database for your fleet deployment. Be sure to change the details
of the MySQL database and user in the following command.

fleet prepare db \
--mysql address=127.0.0.1:3306 --mysql database=fleetdb --mysql username=fleetadmin --mysql password=S3curep4sswlrd--=

Below is an output during the initialization.

ret-rock ~]#
t fle«t prepare db \
©.1:3386 --mysql_database=f1 iysql_us fleetadmin --mysql_passwo
202381, 28 89:33:42 =18] Create Table Apf gs
2823/01/28 $39:42 | -18] Create Table Di ited Query Campai gets
2823/e1/28 t39: =18] Create Table Distributed Query Campaig
2023 /81 /28 39:47 | -18] Create Table Distributed Query Executi
-18] Create Table Hosts
-18] Create Table Invitos
13/81/26 88:39:42 -1B8] Create Table Label Query utions
823/01/28 [ -18] Create Table [abels
2823/01/28 139: -18] Create Table Cptiens
‘elfa8 @ .. -18] Create Scheduled Queries
81/28 ¢ -18] Create Tahl= Pack Targets
ai/f28 -18] Create ‘acks
2023/01/28 39 -18] Create T. ‘assword Reset Regu
2823/81/28 -18] Create

2023/01/28 : [2822-12 | Alter H s Table Pending MDM Enr ients
2823/01/28 00" [2022-12 | Cleanup empty Mobile Device Manag t Solutions
20 54 [2022-12- Add " Host Updates Table
/@1/28 ee: [2e16-12-2 1s
»3/01/28 ee: [2017-82-23] Update Builtin Labels
323/01/28 @8:3 [2017-03-81] Add All Hosts To All Hosts Label

2023/01/28 00:39. 17-83-14] Fix Cent Label
2023/01/28 :39:54 |
2023/01/28 :39:54 [282 3-30] late Ltin 21s
2023/01/28 ©0:39:54 [202 1-86] 1 All wux B - In
2023/01/28 ©0:39:54 [202 3-19] inge 1 Sch le Na
Migrations completed.
[root@fleet-rock ~]#
[root@fleet-rock ~]#

With the fleet database initialized and migrated, you're ready to set up your Fleet Osquery Manager installation and run
Fleet in the background as a systemd service.

Configuring Fleet Osquery Manager

In this step, you create a new configuration directory for the fleet, add and modify the fleet config file that will be
located at Yetc/fleet/fleet.yml’, then you will set up the systemd service file /ete/systemd/system/fleet.service'for fleet
osquery manager.

At the end of this step, you'll have fleet running as a systemd service, and will be enabled and run automatically upon
system startup.

First, create a new directory /etc/fleet/certs’'that will be used to store your fleet configuration and TLS certificate files.
Then, create a new config file Yetc/fleet/fleet.yml and systemd service file Yetc/systemd/system/fleet.service'.

' mkdir -p /etc/fleet/certs

E touch /etc/fleet/fleet.yml /etc/systemd/system/fleet.service



Next, copy your generated TLS certificates to the '/etc/fleet/certs' directory and change the ownership of the fleet
configuration directory to the user and group 'fleet'.

i cp setc/letsencrypt/live/fleet. hwdomain.io/fullchain.pem /etc/fleet/certs/ E
. cp setc/letsencrypt/live/fleet. hwdomain.io/privkey.pem /etc/fleet/certs/ !
i sudo chown -R fleet:fleet /etc/fleet '

L ]

Open the fleet config file Yetc/fleet/fleet.yml’' using the following nano editor command.

. nano /etc/fleet/fleet.yml

Add the following lines @ d be sure to change
certificate files.

ails MySQL database and e path of SSL/TLS

abase serve @ red deployment via T

With this, you'll run fleet with MySC
logging to json format.

mysql: -
address: 127.0.0.1:3306

database: fleetdb
username: fleetadmin
password: S3curep4sswOrd--=
redis:
add 0.1:6379 '
serv
ce /certs/fullchain.pem
ke certs/privkey.pem
logging
json: true
# auth:
# jwt _key: 0iXLJRKhB 1Kok ff6N

es, and enable

Save and exit the file Yetc/flee

et.yml'when fi
e file ’/etc/systh/s

Next, open th

sudo n /systemd/system/fl ervice \

Add follow!ines o the i i

C ot/fleet.yml’, and this

Description=Fleet Osquery
After=network.target

[Service]
User=fleet
Group=fleet
LimitNOFILE=8
ExecStart=/
ExecStop=

n/fleet serve -c

1w -15 $(psﬁ | g

ser.target

[Ir

Sa Vetc/systemd/system/fleet.s i itor when fin d.

r and apply the c

Now run the following systemctl comma

|.-
i sudo systemctl daemon-reload

Then, start and enable the

...............................................................................................................................

. sudo systemctl start flee
sudo systemctl enable fle



ctl start fle
i# 5 cil enable fleel
Created symllnk fetc/systemd/system/multi-user.target.wants/fleet.service + fetc/systemd/system/fleet.service.
[root@fleet-rock -]
[root@fleet-rock ~]# |

| sudo systemctl status fleet

You have now the fleet running as a systemd service. Also, it's now enabled and will start automatically upon the
system's startup.

[root@fleet-rock ~]#
[root@fleet-rock ~]# sudo systemctl status flee
o fleet.service - Fleet Osquery Fleet Manager

Loaded: loaded (/etc/systemd/systen/fleet.service; enabled; vendor preset: disabled)

Active: active (runnin ;ince Sat 2823-01-28 ©0:41:43 CET; 20s ago

Main PID: 2569 (fleet)
Tasks: 8 (limit: :
Memory: 22.1M
CPU: 163ms
CGroup: fsysten.slice/fleet.service
L-256¢ fusr/bin/fleet serve -c ' ~t/fleet.yml

Jan : 0:41:43 Fléet-rock systemd[1]: StartedyFleet =ry Fleet Manager.
Jan 28 @©:41:43 fleet-rock fleet[2569] ing config il Jetc/fleet/fleet.y
Jan 28 @0:41:43 fleet-rock fleet[2569): {"component™:"redi=","level”:"info",’ :":1"standalone™,"

With that, the fleet osquery manage is now runningras a systemd service with the default config file '/etc/fleet/fleet.yml'
on TCP port 8080. Before accessing your fleet installation, you must open port 8080 on firewalld.

Configuring Firewalld

In this section, you will open port 8080 (used by fleet) on‘your system via the firewalld. On default Rocky Linux, the
firewalld is installed and running.

Run the following firewall-cmd command to add port 8080 to the firewalld. Then, reload firewalld rules to apply the
changes.

sudo firewall-cmd --add-port=8080/tcp --permanent
sudo firewall-ecmd --reload

Now verify the list of firewalld rules and ensure that port 8080 is added and available.on firewalld.

sudo firewall-cmd --list-all

On the '‘ports' section, you should see the port '8080/tcp'. This confirms that the fleet port 8080 was added to the
firewalld.

[root@fleet-rock ~]#
[root@fleet-rock ~7 do firewall-c --add-port=8¢
success
[root@fleet-roc |# sudo fi 1ll-cmd ad
success
[root kK ~]# sudo firewall-cmd --list-.
publ: acti

tar Nde 1t

icmp nversion: no
interfaces: ethe ethl

sources:

services: cockpit dhcpv6-client ssh
ports: 8088/ /tcp

protocols:

forward: yes

Configuring Fleet Osquery Manager



If you following this tutorial so far, the fleet osquery manager is running and port 8080 added to firewalld. In this
section, you will set up the fleet osquery manager deployment. You will be setting up the first user and setting up the
deployment via a web browser.

Open your web browser and visit the domain of your fleet osquery manager installation with TCP port 8080 (i.e:

https://fleet-rock.hwdomain.io:8080/).

In the first step, you will be asked to set up the first user for your fleet deployment. Input your full name, email address,
and password, then click Next.

068 « hwdomain.io r : o

Setup user nization det Set Fleet URL

Setup user

Additional admins can be designated withinthe Fleet app

Password

Must inclyde 1 Xgharacters SERESF 1 u-.--:!-.-rh.g,o =0 at
least 1 symibol [e.g. &*1)

Conficm password

Input details organization, then click Next again.



Setup user Organization details

o—— O

Organization details

Organization name

HWDOMAIN.IO|

Organization logo URL (optional)

Personalize Fleet with yourlbrandsFerbest results, use a
image at least 150px wide, like' https:ifleetdm.com/log

For the fleet URL, you can leave it as default and click Next.



Set Fleet URL

Set Fleet URL

Fleet web address

or any other path

Recheck your fleet configurations and click Confirm to complete the deployment.



Setup user Or zation details Set Fleet URL

o— O ——0

Confirm configuration

Administrator configuration

Full name: John Wall
Email: jehn@hwdomain.ic
Organization:  HWDOMAIN.IO

https://fleet-
Fleet URL: rock.hwdomain.io:8080

Fleet Devi

vice Managementiné penadically collects information
about your instance. Sending usage statistics from your Fleet
instance is optional and€an be disabled'in settings

When successful, you should get the fleet administration dashboard.

D - fackhwdomain.io - IBORG t T

Hosts

WosTS
Add your devices te Flcect
‘nerate ;. add your own o

o

Now the fleet osquery manager installation is finished. With this, you can add new hosts to fleet via multiple ways such
as using Orbit (osquery runtime), fleet Desktop for hosts with the desktop environment (including Windows and
macOS), or manually by generating fleet secret and TLS certificate.

Adding Hosts via Orbit Osquery Runtime

Orbit is an osquery runtime and auto-updater that allows you easily deploy osquery and manage configurations. Orbit is
an agent for fleet, it can be used with or without Fleet, and Fleet can be used with or without Orbit.



In this step, you'll learn how to generate Orbit package installer for RHEL-based distributions. Then, you will learn how
to add a new host to fleet via Orbit.

To start, move back to the fleet dashboard and click 'Add Hosts'.

-

Add yo 0 Fleet

erate.'stalle icl you. devices.

Ad sts

Vv

nced' tab, download
)ackage for specific distributions. You can generate an orbit installe

) man! that will b

RPM, DEB, and

Add hosts

9
\.ux (RP

Windows Linux Advanced

fle
domain.io:8

-secret=ew(B
E certificate=PA

Generates

.nsquery v

Next, upload the fleet certificate the ave d(;!)ade fleet server. In this examp ou will be using the

'scp' to upload the 'fleet.pem’ fi e fleet se -

| scp fleet.pem root@l92.16
o generate the orbit installer

After the fleet.pem certi
package. Be sure to change

ploaded, run the command line that wi
e parameter '--type' to your preferred package.

In this example, you'll generate an orbit package for RHEL-based distribution. For Debian-based distribution, you can
change the parameter '--type' to 'deb’, and you can use the 'pkg' package for generating an orbit installer for macOS.

i fleetctl package --type=rpm --fleet-url=https://fleet-rock.hwdomain.io:8080 \
i --enroll-secret=ewQBXuvBJ70ZiFFkjOLFLp3V4P0e+KTu \
i --fleet-certificate=/opt/fleet.pem

Output:



o add other device

[root@fleet-rock ~]#

[root@fleet-rock ~]# 1s

fleetetl_va.26.8_lir e 26.8_linux.tar.gz eet-psquery-1.5.8.xB6_64.rpm fleet_v4.26.8_linux
[root@fleet-rock

[root@fleet-roc

Once the process is finished, you can see the file 'fleet-osquery_version.rpm' in your current working directory.

Next, install the generated orbit package via the rpm command below. Once installed, the orbit package will create a
new service file 'orbit.service' that allows you to manage orbit via systemctl.

sudo rpm -Uvh fleet-osquery version.rpm

Output:

[root@fleet-rock ~]#
-rock ~]# ls
.26.0 T7ux vd .26 tar.p t-08¢ 0. uBE 1.8 _linux  fleet
g et-rock -]
ot@flect-rock ~]# sudo rpm -Uvh
ifying...
paring. ..
dating / installing...
1:fleet-osquery- 1 RERHERER RS R RS R RS AR [ 1005 ]
emdystem/multi-uvser.target.wants/orbit.service = fusr/lib/systemd/system/orbit.s

After orbit installed, run the below systemctl command to start the orbit service. Then, verify the status to ensure that
the orbit service is running.

sudo systemctl start orbit
sudo systemctl status orbit

You should receive an output like this - The orbit service is 'active (running)' and it's enabled and will be run
automatically upon the system startup.

[root@flest-rock ~1#
ystemctl start o
Jstemctl status
® OFbLL.Service = Orbd 1BrY
Loaded: loaded (/ ibfsystemd/syster t.service; en vendor preset: disabled)
Active: active (r 1) since Sat 2e2 8 @9:55:38 CE . age

Main PTR: 2869 (ort

17)

rbit.service

Now back to the fleet dashboard and you should see the new host 'fleet-rock.hwdomain.io' added to fleet osquery
manager.

ek hunde oo ADE0MHE gesTord: er_direc L @

1 hast it eobun = Al hosts - = Filter by v | | *name

L L3

Hast Stat [ Disk space svailsblz Operating =vetem & [

Click on the hostname 'fleet-rock.hwdomain.io' to get details information about the host.



0 A httpsyifeet-rock hwdomain.o:B080/hosts 1

2]

Detaits

About

Added ta Flaet
Laest restarted

Hardware model

Agent options
Config TLS refresh
Logger TLS periad

Distributed interval

Sl oL
Provate IP address
1121.161

ddlress
45

Pubsdic IF

Labels

an lmua‘t

Quary &) Dalata

With this, you've now added a host to fleet osquery manager via Orbit osquery runtime. You've also generated an
installer of orbit for RHEL-based distributions.

In the next step, you will learn how to set up fleetctl to connect to fleet server and manage your fleet deployment via

the terminal.

Setting Up Fleetctl for Managing Fleet

Fleetctl or Fleet control is a command line for managing fleet deployment from the terminal. Fleetctl allows you to
manage configurations, and queries, generate an osquery installer and enable GitOps workflow with fleet.

In this step, you'll set up fleetctl and connect to the fleet osquery manager that you've installed.

First, run the following command to set up the default fleet URL. Be sure to change the domain name and ensure that
you're using an HTTPS secure connection. With this, you'll set up fleet connection in the 'default' context/profile.

Log in to your fleet osquery manager using the command below. Be sure to.change the email address in the below

command.

fleetct! login

--email alice@hwdomain.io

Now input the password that you're using to log in to fleet dashboard. After successful, you should receive an output
such as 'Fleet login successful and context configured!'.

root@fleet:~#
root@fleet:~# fleetctl
[+] Set the address -
root@fleet:~#
root@fleet
Password:

[+] Fleet
root@flee
root@fleet.

in su

2 set --
key to "h

ess h
://fleet.

Fleet.hwdomain.io: 8888
‘n.io:8080" in the

login --email alice@hwdomain.io

sful and context configured!

"default sntext

After logging in to fleet, run the following fleetctl command to verify your configurations.

Checking the list of available hosts on fleet.

. fleetctl get hosts

Output - You should see the host 'fleet-rock.hwdomain.io' is available on fleet with the osquery v5.7.0.



rooilgtieel~#

With this, you've now configured fleetctl and connected to your fleet deployment. You can now set up hosts, and
queries, manage updates, running live queries, from your terminal server.

Conclusion

In this tutorial, you've installed Fleet Osquery Manager on a Rocky Linux 9 server. You've installed Fleet with MySQL as
the database backend and Redis for ingesting queue and cache data. In addition, you've secured Fleet with SSL/TLS
certificates and running Fleet as a systemd service that allows you to easily manage Fleet with the systemctl command
utility.

Lastly, you've also added a host to Fleet via Orbit (osquery runtime) and generated a package installer for RHEL-based
distributions. Also, you've configured fleetctl and logged«in to Fleet so you can manage and configure hosts from your
terminal server.

With this in mind, you can now add new hosts to Fleet osquery manage via orbit or using manually via plain osqueryd
service. Also, you can define new queries for monitoring your hosts, set upsvulnerability processing that allows you to
detect CVEs via Fleet, and many more. Learn more about Fleet from the Fleet's official documentation.




